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Abstract

We describe an efficient parser
for morphological analysis for a
theory of X’-selection within the
Strict Asymmetry framework. The
bottom-up parser is based on a full
LR(1) analyzer, modified to han-
dle the processing of both overt and
covert morphemes in a locally deter-
ministic and efficient manner.

1 Introduction

We describe an efficient parser for morpholog-
ical analysis in the Strict Asymmetry frame-
work. The parser makes direct use of X'-
phrase structure rules to handle a variety
of examples from derivational morphology.
The theory captures basic facts with respect
to configurational asymmetries between pre-
fixes and suffixes as well as the overtness
or covertness of affixes given independently
motivated cross-linguistic parameters. More-
over, we distinguish between internal and ex-
ternal prefixation in the geometry of word
structure. The implemented system is based
on a non-deterministic full LR(1) analyzer.
We show how the bottom-up machine can be
constrained to handle the processing of both
covert and overt morphemes in a locally deter-
ministic and computationally efficient man-
ner.

2 A Theory of Morphology Based
on Asymmetrical Relations

We take derived words to be sets of relations,
the main property of which is asymmetry, as
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proposed in (Di Sciullo, 1999). The asym-
metrical nature of derived words is a conse-
quences of the nature of the operations of the
grammar, structure building and linking op-
erations. The operations generate and relate
elements in asymmetrical relations. A deriva-
tion crashes if it is not constituted of asym-
metrical relations at every step.

(1) Grammatical relations are asymmetrical

This theory makes correct predictions with
respect to the restrictions on derivational
morphology. This is quite an unexpected re-
sult, as the general practice in the area is to
take morphology to be the locus of irregular-
ity in grammar. We show that a theory of
grammatical relations, based on (1), leads to
a direct account of the restricted nature of
morphological relations, thus making the so-
called irregularities to follow in a principled
way. We also show that cross-linguistic vari-
ation with respect to the overt/covert-ness of
affixes follows in a principled way.

2.1 Suffixation

Considering the complete set of category
deriving affixes, we expand the idea proposed
in (Di Sciullo, 1995) that category deriving af-
fixes, such as -er, -able and -ize project an X'-
structure and include the X’-structure of the



root they shift with. This is depicted in (2),
using x and y for the affix and the root re-
spectively, Spec and Compl for Argument (A)
feature positions.

Typical restrictions on affix-root combina-
tions provide empirical evidence that asym-
metrical relations restrict derivational mor-
phology. These restrictions pertain to the
selectional and linking properties of deriva-
tional affixes. We thus take derivational af-
fixes to differ with respect to whether or not
the root they combine with projects an A-
Spec and/or A-Compl. Derivational affixes
also differ with respect to the Linking of the
Spec they project to the Spec or the Compl
of the root they combine with. The Linking
relation is subject to the requirement that ev-
ery non A-Spec must be linked to an A-Spec
or A-Compl; whereas an A-Spec or A-Compl
may remain unlinked in word structure.

This theory makes correct predictions with
respect to word formation independently of
the categorial properties of affixes and roots.
This runs counter to the traditional practice
in Derivational Morphology which restricts
the combination of affixes and roots on a cat-
egorial base by means of strict subcategoriza-
tion features such as -able: [V _ ], -er: [V
— ], -ize: [N,A __ ], as in (Anderson, 1992)
and (Lieber, 1992). C-, i.e. categorial, selec-
tion for derivational affixes gives rise to over-
generation in morphology. It makes wrong
predictions with respect to the facts because
it does not express the strict asymmetrical
property of morphological relations. Strict
Asymmetry Theory makes the correct pred-
ication, as we illustrate with productive ad-
jectival, nominal and verbal derivation. The
facts are summarized below.

(3) a.  washable/lovable
(root: A-Spec & A-Compl)
b.  *fallable/*arrivable
(root: no A-Spec)
c.  *shinable/*snorable
(root: no A-Compl)
(4) -able

a. Selects for A-Spec & A-Compl
b. Links to A-Compl

KP[1]
spec ’/,/”“m\‘\
S WP A
index(1)
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Figure 1: Example of analysis for suffix -able
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Figure 2: Example of analysis for suffix -er

For example, figure 1 illustrates the analy-
sis obtained by the implemented system when
parsing the example readable. For conve-
nience, the two features spec and compl are
used to indicate (configurationally defined)
specifiers and complements, respectively. The
feature a(£) encodes the A/non-A distinc-
tion. For instance, the lexical entry for read
will contain two a(+) values, one for the spec-
ifier and one for the complement, whereas the
corresponding entry for shine will just con-
tain a single a(+) for the specifier. Finally,
linking is indicated via the feature index (i):
a non A-position linked to an A-position will
share a common index value 1.

(5) a.  Kkiller/hitter/producer
(root: A-Spec & A-Compl)

b.  swimmer/boxer/dreamer
(root: no A-Compl)
c.  *faller/*arriver/*departer

(root: no A-Spec)

(6) -er
a. Selects for A-Spec
b. Links to A-Spec

Given the constraints in (6), figure 2 illus-
trates the parse assigned to employer.

(7)  a.

*sisterize /*friendize /*equalize
(root: A-Spec & A-Compl)
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Figure 3: Example of analysis for suffix -ify

b. solidify /cert zfy Jliquify
(root: no A-Spec)

c.  unionize/computerize/systemize

(no A-Spec nor A-Compl)

(8) -ize/-ify
a. Selects for non A-Spec
b. Links to A-Compl

Figure 3 shows the parse assigned to sim-
plify. Note that -ify is decomposed into a
pair of abstract morphemes, caus (causative)
and inc (inchoative). Under the current im-
plementation, caus directly selects for inc.
In turn, the lexical entry for inc states the
complement domain constraints given in (8).
Note that specifiers are placed to the right of
the head in figure 3. (Di Sciullo and Fong,
2000) show that right specifiers are necessary
to preserve efficient prediction during left-to-
right parsing.

2.1.1 Zero Derivation

Languages differ with respect to the
overt /covert-ness of verbal affixes. This is the
case for English and French, as in examples
(9)-(10). Either the verbal inchoative suffix
alone or the causative-inchoative combination
of verbal affixes are overt in both French and
English, asin (10), or only in French, as in (9).
We observe that only one overt verbal suffix
is necessary and sufficient when the root is a
noun, as in (11), whereas both verbal suffixes
are necessary when the root is adjectival, as
n (12).

(9) a. fin-ir ‘to end’

b. début-er

(10) a. form-al-i-(z)-e-r
b.  public-i-(z)-e-r

(11)  *fin-i-(z)-e-r/*début-i-(z)-e-r

(12) a. *form-al-i-r/*public-i-r
b. *form-al-e-r/*public-e-r

‘to begin’

‘to formalize’
‘to publicize’

The overt/covert nature of the verbal suf-
fix follows from a difference in strength of the
INFL, or inflection, parameter (V to I param-
eter). The values of the parameter are strong
in Romance, while they are weak in English.
Assuming that a strong value for a given pa-
rameter gives rise to PF visibility in morpho-
logical objects, we correctly predict the facts.

2.2 Prefixation

We assume that prefixes are part of adjunct
structures. Thus, they differ from suffixes
with respect to the asymmetrical relation
they are a part of. We also assume that ad-
junct are subject to the Adjunct Identification
Condition (AIC), as proposed in (Di Sciullo,
1997). According to the Adjunct Identifica-
tion Condition, an adjunct must identify an
unspecified feature of the category it adjoins
to. This identification restricts the compo-
sition and linking relations a prefix is sub-
ject to. If there restrictions do not obtain
the derivation crashes. There is empirical ev-
idence to the effect that the composition and
linking relations are strictly asymmetrical.

Considering the complete set of preposi-
tional prefixed verbal constructions in French,
we shown in (Di Sciullo, 1994) that some pre-
fixes, such as re- and un-, are adjunct to max-
imal verbal projection while other prefixes,
such as in- and a-, are adjuncts to the mini-
mal verbal projection.

For concreteness, let us assume here the
structures in (13), where the prepositional
prefix (P) is adjoined either outside (13a) or
inside (13b) a verbal projection. We assume,
as in (Chomsky, 1995; Chomsky, 2001) that
the grammar includes no maximal or mini-
mal categories primitives, but that these no-
tions are derived from the configurations and



that X’ positions are virtual within word-
structure. In the structure in (13a), the pre-
fix is adjoined to a maximal projection and
in (13b) the prefix is adjoined to a minimal
projection.

(13) %
Spee ¥
pec
VAN
A% vV P
N\ AN
PV Spec P
AN /N
Spec V P Compl
N AN
V Comp P N/A

(a) (b)

The structure in (13a) corresponds to ver-
bal structures including external prefixes such
as un- and re-, and the structure in (13b) cor-
responds to verbal structures including inter-
nal prefixes such as en-.

This configurational asymmetry does not
manifest itself directly on the basis of verbal
structure with one prefix only, as it is the case
in the examples in (14) and (15). The asym-
metry reveals itself when considering multi
prefix verbal structures, as evidenced below.

(14) a.  to re-load
b. to un-load

(15) a.  toen-code
b. to en-large

In fact, the structural asymmetry accounts
for several properties of prefixed verbal con-
structions. First, it accounts for the fact that
external prefixes must precede internal pre-
fixes in verbal structures, as illustrated in
(16). It also captures the fact that prefixed
denominal and deadjectival verbs differ from
prefixed verbs in that the former may not
take an external prefix without an intervening
internal prefix, as evidenced in (17). More-
over, these structural differences account for
the fact that external prefixes may be iter-
ated and co-occur, as is the case for PP ad-
juncts, but not internal prefixes which are
more closely related to the argument struc-
ture of the projection they adjoin to, this is
illustrated in (18). In fact, external prefixes

P VP
re W KP
/\\ al+)
VP v
caus
W1 HP[1]
al-)
PP woindex(1)
inc
P1 XP
XP[1] P
compl
a+l PN
index{1} | |
en code

Figure 4: Example of external and internal
prefix analysis: re-encode

may not affect the argument structure of the
verbal projection, whereas internal prefixes
may do so, as shown in (19). The adjunc-
tion of an iterative prefix to a transitive verb
neither will give rise to argument structure
alternation nor will add an internal argument
to the verbal projection, as in (19a). The ad-
junction of a directional prefix may have this
effect, as in (19Db).

(16) a re-en-code
b. *en-re-load
(17) a.  re-en-large
b. *en-re-large
(18) a.  rere-code
b. *en-en-code
(19) a.  to (re)-close the door
b. to en-close a card in the envelope

The prefixes differ with respect to the AIC.
Thus, re- identify by Linking an unspeci-
fied feature of a maximal projection; whereas
prefixes such as en- identify by Linking an
unspecified feature of a minimal projection.
This accounts for the restrictions observed
above with respect to the composition of pre-
fixes and roots. Figure 4 illustrates the parse
obtained for (16a), re-encode.

2.2.1 Zero Derivation

While external prefixes must generally be
overt, (20), languages differ with respect to



the overt/covert-ness of internal prefixes to
V, (21), and to nouns or adjectives in derived
verbal structures, (22).

(20) a.  refaire ‘to redo’
b. défaire ‘to undo’
(21) a.  apporter ‘to carry’
b. emporter ‘to carry from’
(22) a.  a-tiede-ir ‘to cool down’
b. en-boite-er ‘to box’

The overt/covert nature of the prefix fol-
lows from a difference in strength of the P
parameter. The values of the parameter are
strong in Romance, while they are weak in
English. Assuming that a strong value for
a given parameter gives rise to PF visibility
in morphological objects, we correctly pre-
dict the facts pertaining to variation in the
covert/covertness property of prepositional
prefixes in verbal structures.

3 Algorithm

We assume the framework of the full one-
symbol lookahead LR(1) parsing algorithm,
as introduced by (Knuth, 1965), for the gram-
mar of X’-structure. The bottom-up, left-to-
right parser is implemented in PROLOG, us-
ing the default backtracking mechanism to
split the computation at LR conflict points.
We also assume in this paper that the input
word has undergone a pre-processing initial
segmentation phase; that is, the input to the
parser consists of roots and overt morphemes.
For a fully integrated approach to efficient
morphological analysis, a packed-forest data
structure along the lines of (Tomita, 1986)
can be used to minimize redundant compu-
tation in the case of ambiguity in initial seg-
mentation.! In this paper, we restrict our at-
tention to the elimination of LR(1) table con-
flicts to render deterministic the parsing of
X’-morphological structure.

3.1 Non-Determinism

The X'-grammar generates a 117 state LR(1)

machine. The associated LR(1) table con-

Future versions of the analyzer will employ this
data structure.

No. of | Percentage of table entries
conflicts | LR(1) LALR(1)
0 13% 8%

1 50% 58%

2 37% 34%

Figure 5: LR(1) Conflict Statistics

sists of a list of possible instructions, or ac-
tions of type SHIFT or REDUCE, for the ma-
chine to take for a state and given input mor-
pheme. The LR(1) algorithm makes theoret-
ically maximal use of the input morpheme
in discriminating between actions. In fact,
lookahead is effective in reducing the number
of conflicts for 71% of the states. The ta-
ble in figure 5 summarizes the percentage of
table entries that contain zero, one and two
conflicts.? An entry with zero conflicts is a
deterministic entry. For comparision, the cor-
responding statistics for the weaker LALR(1)
method, which merges states with a common
nucleus differing only in the lookahead set, are
also given. In the next two subsections, we
discuss the complete elimination of LR con-
flicts through extra-grammatical constraints
for overt morphemes, reserving the treatment
of covert morphemes for section 4.

3.2 Deterministic Suffix Computation

An important goal for the construction of a
computational model of grammar is that an
implementation should track linguistic con-
straints as closely as possible without intro-
ducing extraneous computational, i.e. non-
linguistically justified, choice points. In this
section, we describe how extra-grammatical
constraints can be imposed on the LR(1) an-
alyzer to eliminate all computational choice
points outside of the theory.

In the case of suffixes and root forms, each
morpheme locally projects X’-phrase struc-
ture. Hence, an LR parser must perform a
single SHIFT (in the case of an overt head
morpheme) plus three reduce actions in order
to construct an (empty) specifier and phrases
X’ and XP, as required by X’-syntax. Since

2There are no entries with three or more conflicts.
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Figure 7: Read-able SHIFT/REDUCE conflict

maximal projects headed by individual mor-
phemes recurse, there will no charge for the
complement, except in the case of the last
empty complement at the bottom of the tree.
The only other action to be counted is the ac-
cepting computation signalling parse comple-
tion.> Therefore, the minimum number of LR
computational steps is given by 4¢ + 2 where ¢
is the number of morphemes in the analysis of
the word. As figure 6 suggests, the machine
described so far requires linearly more com-
putational steps than the (theoretical) min-
imum demanded by linguistic theory. To be
more precise, it introduces a single extraneous
computational choice point for each suffix.
For example, figure 7 illustrates the gar-
den pathing of the LR machine on the exam-
ple read-able. Consider the state of computa-
tion represented by -able:[xp |[v1 [xp |[v read]],
shown at the top of the diagram. Here, the
suffix -able is the current input morpheme.
On the stack are two phrases [xp | and [v; [xp
|[v read]]. The pre-computed LR(1) table for
the X’-grammar indicates a SHIFT/REDUCE

30f course, the accept action is simply another
SHIFT action; i.e. SHIFT $, where $ is the sentinel.

€n- code:

sly\e,duce

code: [ en-] ep- code: ]
| | shift x 2
shiftul , : [y code] [p en-] [xp]

reduce {adjoin)

: [y code] [p en-]
:Ip [p en-1[y codel] [yp]
| reduce

2 [p1 [pllp [p en-1ly code]l]

Figure 8: En-code SHIFT/REDUCE conflict

conflict. In other words, at this point the an-
alyzer has the option of shifting -able onto
the stack, as represented by the left branch
of computation, or performing a reduction on
the two phrases residing on the stack, pro-
ducing the maximal phrase [vp [xp |[v1 [xp ][v
read]|], as shown on the right.

The left branch of computation will hit a
dead end at the next step. Once -able has
been shifted onto the stack, the LR(1) table
instructs the analyzer to combine [, -able] and
[xp |, i.e. make [xp | the complement of -able.
This reduction fails to complete due to the
selectional constraints stated earlier in (4).
Thus only the right branch proceeds. Never-
theless, the analyzer has incurred a charge of
one LR computation step. This charge can be
avoided and the parser made deterministic by
imposing the conflict resolution rule in (23).

(23) Suffix Resolution Rule:
Select REDUCE (over SHIFT) when
[xp | is on the top of the stack.

Alternatively, we might try to restate (23)
in terms of a constraint on stack depth; that
is, stack depth must not exceed two. How-
ever, as we will see in the discussion on pre-
fixation below, stack depth discipline cannot
be maintained, and thus (23) is preferred.

3.3 Deterministic Prefix
Computation

Garden pathing also occurs in LR prefix com-
putation. Figure 8 illustrates the problem for
the directional prefix en- in the analysis of en-
code. At the top, we have both en- and code



in the input. There is a choice between shift-
ing en- or generating an empty category [xp |.
The correct choice is represented by the right
branch of the computation tree. Both input
items have to be shifted before a series of two
reduce actions can be performed to produce
[p1 [xp |[p [p €n-][x code]]]. Note that the stack
depth after the double shift is three, and thus
the limit of two proposed in the previous sec-
tion cannot be used. We propose the following
prefix resolution rule:

(24) Prefix Resolution Rule:
Select REDUCE (over SHIFT) when a
prefix is on the top of the stack.

However, there are two kinds of prefixes.
Rule (24) only applies to internal prefixation.
When the prefix is external, as in the case
of re- shown earlier in figure 4, the adjunc-
tion is external to all X’-Spec/head structure.
Hence, a SHIFT must be preferred. We revise
(24) as follows:

(25) Prefix Resolution Rule: (Revised)
When a prefix is on the top of the
stack, select REDUCE (over SHIFT) if
the prefix is internal, and the reverse
when it is external.

Rule (25), together with (23), eliminate all
extraneous computational choice points, and
thus allows overt word structure to be ana-
lyzed deterministically.

4 Separating Overt/Covert
Morphemes

In the previous section, we have restricted
our attention to making deterministic the pro-
cessing of overt suffixes and prefixes. Empty
categories constitute a powerful linguistic de-
vice that can severely impact computational
efficiency. In terms of the LR(1) parsing
model, which derives much of its ability to dis-
criminate between competing actions on the
basis of the identity of the next input mor-
pheme, the possible interspersion of covert
morphemes dilutes much of its discriminatory
power. In this section, we show how a mod-
ified LR-parser that interleaves the separate

/F

Hxample Comnrized Separate
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12 readabic k] prich
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/ formalize 147 s
“ formalizebie 157 i
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Figure O: Combined
overt/covert morpheme processing
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| insert prefiz
caus: [\.r inc] [pp[pl[xp] [p [p] [N computer]]] [xp]]
reduce

caus: [\.q [pp[pl[xp] [p [p] [N computer]]] [xp]] [\.r inc]]

Figure 10: Example of empty prefix insertion

processing of covert and overt morphemes can
maintain computational efficiency.

Figure 9 illustrates the large difference in
parsing performance between two LR(1) ma-
chines: one where all morphemes, overt and
covert, are processed together, and a second
machine where the LR parser is restricted to
dealing only with overt morphemes. This way,
no covert suffixes and (internal) prefixes can
clutter the landscape seen by the lookahead
mechanism, and its predictive power, as seen
in figure 9, can thereby be preserved. Covert
heads are added inline as required in a man-
ner to be made clear immediately below.

4.1 The Insertion of Empty Prefixes

In the current model, complement domains
are always to the left of heads that selects for
them. Hence, a complement can be checked
for compliance with selectional requirements
of a head as soon as the relevant head has
been shifted. To take a concrete example,
consider the case of computerize when inc is
shifted onto the stack, as shown in figure 10.



The next step is the reduce action that merges
[v inc] with the NP headed by computer.
However, inc imposes requirements (8) on
its complement, which must be satisfied be-
fore the reduce action can go through. The
derivation fails at this point because Link-
ing cannot be satisfied by computer, which
does not have an A-Compl. As a result the
LR machine transfers control to an external
routine that performs prefix insertion to re-
pair the parse. This routine adjoins [y com-
puter] to the prefix P and re-projects local
X’-structure. Next, the LR machine re-tries
the reduce action, now succeeding because P
has provided an A-Compl target.

4.2 The Insertion of Empty Suffixes

Covert suffixes inc and caus are also inserted
by a external procedure. However, one dis-
tinction should be clear. For cases like sim-
plify, see figure 3, inc and caus are overt
with respect to the LR machine. In other
words, initial segmentation produces sim-
ple+inc+caus. In the case of zero noun to
verb conversion, as in bottle, the input is un-
changed under initial segmentation, and thus
inc and caus are inserted (and projected)
covertly. Assuming the conditions outlined in
section 2.1 have been met, the external pro-
cedure may stack covert morphemes (modulo
language parameterization) before returning
control to the LR machine, as is necessary for
cases of external prefixation combined with
zero inc and caus, e.g. re-bottle.

5 Conclusions

We have described a general-purpose mor-
phological engine for word structure in the
Strict Asymmetry framework.  We have
shown how a generalized LR(1) implementa-
tion can be made deterministic through extra-
grammatical processes of two kinds: (1) con-
flict resolution rules that allow the LR en-
gine to deterministically process overt suffix-
ation and prefixation, and (2) external rou-
tines that interject covert heads in tandem
with overt parsing. The resulting LR machine
is a deterministic and efficient engine, build-
ing phrases in time linear with respect to the

number of overt morphemes.
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