LING/C SC/PSYC 438/538

Lecture 2
Sandiway Fong



Administrivia

Do you have Perl and Python3 installed on your
computer?

* That was Homework 2
* Please try to have it ready by next week!



Today's Lecture

@zlepi=ig (it e That was Homework 1. A brief
\FeElellales - quiz today. End of lecture.

[aiicelellleiiialal ®Sentence analysis



Language and Computers

* We'd like computers to
be smart about language HAL 9000 in 2001: A Space Odyssey
* there's plenty of training
data around
* feed Al/machine
learning, make the

machines learn by
themselves

e pass the Turing Test, but
not be too smart?




Assistive Technology: point-by-point subtitles

< Video top

The subtitles in this stream are
brought by "robot play-by-play
broadcast". It is automatically
generated by computers using data
provided by the organizer of the
The 1st game gtets under way. event. The contents may differ

! from the actual live voice coverage.

[| 001032/ 02:09:15

Serve by Assar. Assar gets a point.
Assar leads at 2-0. MA Long will serve

«- subtitle

| 00:10:54/02:09:15



Assistive Technology: Zoom transcript

Sandiway Fong ‘

Original Sound: Off ~ Recording

Alt Text B\ |

(1-2 detailed sentences recommended)

Description automatically generated

A person sitting in front of a bookcase

v Transcript

Q Search

phrase packed, his tools is actually closer to the
adverb, then fix the core in the upstream structure.

13:05:15

That's what we attend to though we never hear it of
course you know, to your structures there's more
involved in this, and it's interesting.

13:05:22
But this is enough to bring out the basic puzzle.
13:05:26

We ignore the simple computation on linear order of
words reflexively carry out a computation, abstract
structure, example of structure, dependence.

13:05:39

Well, take another example: Anaphores terms that
lack independent reference have to seek an
antecedent, as in the boys like each other.

13:05:51

Simplest algorithm is to seek the closest possible
antecedent.




Harder task: names (CC)
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Harder task: names (CC)

Mathieu van der Poel

Pz,

& 3 & -
section t'ie attack comes it's matthew ¥ to the final 500 meters it's fatty

EEZy  vencerbald \ IEEZEy  vanderbolt R TN

e matthew vanderbald e vanderbolt




Language and Computers

* (Un)fortunately, we’re not quite there yet...

* still a gap between what computers can do and what we want
them to be able to do

Often quoted (but never verified):

"The spirit is strong, but the flesh is weak" was translated into
Russian and then back to English, the result was
"The vodka is good, but the meat is rotten."

but with Google translate er-babelfish, it’s not difficult to find (funny)
examples...


http://en.wikipedia.org/wiki/Russian_language

Language and Computers

* and how can we tell if the translation is right anyway?

http://fun.drno.de/pics/english/only-in-china/TranslateServerError.jpg
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http://fun.drno.de/pics/english/only-in-china/TranslateServerError.jpg

Applications

* ChatGPT dialog sentences are natural and grammatical
g pretty big achievement IMHO

* but even if we are willing to pay...
* machine translation has been worked on since after World War |l
* still not perfected today
* why?
* what are the properties of human languages that make it hard?



Language and Computers

We can exploit the recursive nature of language ...

Biden apologizes to Obama for marriage
controversy

From Jessica Yellin, CNN Chief White House Correspondent
updated 10:20 PM EDT, Thu May 10, 2012

¢

- — f
- NEWS "EXCLUSIVE
SENEWS SPECIAL REPORT

PRESIDENT OBAMA TALKS TO ABC NEWS'
President Obama explains his position on same-sex marriage
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Language and Computers

 Obama: "At a certain point, I've just concluded that for me personally
it is important for me to go ahead and affirm that | think same-sex
couples should be able to get married."

Is this sentence complicated? Why?



Language and Computers

68 00 tk treebank viewer
TREEBANK VIEWER
Sentence Count: 1 Displayed Tree (Sentence): 1 Info: Zoom: (x1) |_LJ (x4)
At a certain point , 1'v s '
T T It's cool that computer programs
IN NP PRPVEP ADVP vp | ) d h I
I can (correctly) diagram this long
a certain point just concluded I
that_———P——__ sentence!
PP NP VP
IN NP PRP VBZ ADJP SBAR
for it s | PN
NP  ADVP ] IN S
important for "
PRP RB NP VP
me personally |
PRP TO VP
me to
VP cc VP
and
VB ADVP NN SBAR
go al’firmIN 3
ahead that "
NP VP
[N
PRP VBP  SBAR
| think
NP VP
] NNS MD VP
same-sex couples ShOUIdva
be /ks
able
VP
TO VP
to
VB VP
get |
VBN 14
married




Language and Computers

Obama: ‘I Think Same-Sex
Couples Should Be Able to

Get Married’ Summarization

EiLike 60k  ¥Tweet < 845 [J +1 < 80 X 4+ W78 [ Text
=

Executive

abeNEWS EXCLUSIVE\




Language and Computers

* Obama: "Atacertainpoint+vejust-concludedthatformepersenaily
iHsimportantformeto-go-ahead-and-affirm-theat | think same-sex

couples should be able to get married."

Most summarizer programs can't do this ...



Language and Computers

A Sports Shooter Shoots Shooters Shooting

Sports
Jul 12, 2015 - Michael Zhang 3 Share | 15 Comments

.' o) s 2 1“"1'*"‘
VTR B 5
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Language and Computers

Natural language parsers
* Let's get some idea of what these (popular) systems produce.
Sadly, all once had an easily accessible working demo page:

1. Stanford Parser (deprecated? Try https://corenlp.run)
2. Berkeley Parser (deprecated? B. Neural Parser: https://parser.kitaev.io)
3. Google Natural Language (https://cloud.google.com/natural-language)

Natural Language APl demo

Try the API

Try the API

Google, headquartered in Mountain View (1600 Amphitheatre Pkwy, Mountain View, ANALYZE
CA 940430), unveiled the new Android phone for $799 at the Consumer Electronic
Show. Sundar Pichai said in his keynote that users love their new Android phones.



https://corenlp.run/
https://parser.kitaev.io/
https://cloud.google.com/natural-language

Language and Computers

" The Stanford Natural Language Processing Group  people publications  researchblog  software  teaching join  local

Software > Stanford Parser

About | Citing | Questions | Download | Included Tools | Extensions | Release history | Sample output FAQ

A natural language parser is a program that works out the grammatical structure of sentences, for instance, which groups of words go together (as "phrases") and which words
are the subject or object of a verb. Probabilistic parsers use knowledge of language gained from hand-parsed sentences to try to produce the most likely analysis of new

sentences. These statistical parsers still make some mistakes, but commonly work rather well. Their development was one of the biggest breakthroughs in natural language
processing in the 1990s. You can try out our parser online.

http://nlp.stanford.edu:8080/parser/

About

You can download the code.
Server no longer up and running.



http://nlp.stanford.edu:8080/parser/

Language and Computers

* Natural language parsers
» Stanford CoreNLP
* Java-based
 Demo!
(https://corenlp.run)

parts-of-speech % | named entities %

A Sports Shooter Shoots Shooters Shooting Sports

— Annotations —
dependency parse %

CoreNLP

version 4.2.2

— Text to annotate —

— Language —
English

det
[D_T(NNPS compounnsubj VBZ)
A~ —— —— A

A Sports

compound
ms oo s
p— N e—

i —— e ———

Shooter Shoots Shooters Shooting

obj

- -

Sports



https://corenlp.run/

Language and Computers

* Natural language parsers

* (Stanford) Stanza — Text to annotate —
° Python-based (CO reN Lp) A Sports Shooter Shoots Shooters Shooting Sports
* Demo!

— Annotations —
http:/ / stanza.run parts-of-speech % | | named entities ¥ | | lemmas % | | dependency parse %

Universal Dependencies:

det
/—compoundM conj

~ ——— — —

1| A Sports Shooter gh_oots Shooters Shooting 's?oEE



http://stanza.run/

Language and Computers

e Stanford parser http://nlp.stanford.edu:8080/parser/index.jsp
Stanford Parser

Please enter a sentence to be parsed:
A Sports Shooter Shoots Shooters Shooting Sports

* Part of Speech Tagging:

Tagging

A/DT Sports/NNPS Shooter/NNP Shoots/NNP Shooters/NNP Shooting/NNP Sports/NNP

DT = determiner; NNP = Proper Noun; NNPS = Plural Proper Noun;

VBZ = Verb 3™ Person Singular Present; VBG = Verb Gerund Form

22


http://nlp.stanford.edu:8080/parser/index.jsp

Language and Computers

 Syntax (Constituency-based):

Parse

(ROOT
(FRAG
(NP (DT A) (NNPS Sports))
(NP (NNP Shooter) (NNP Shoots) (NNP Shooters) (NNP Shooting) (NNP Sports))))

Constituents:
FRAG = Fragment (of a sentence)

S = Sentence, NP = Noun Phrase, VP = Verb Phrase

Parts of Speech:
DT Determiner, NNP Proper Noun, NNP Plural Proper Noun.

23



Language and Computers

* Syntax (Dependencies):

drop N

#vmmnd

Universal dependencies, enhanced

Typed Dependency Graph

det (Sports-2, A-1)

root (ROOT-0, Sports-2)
compound (Sports-7, Shooter-3)
compound (Sports-7, Shoots-4)
compound (Sports-7, Shooters-5)
compound (Sports-7, Shooting-6)
dep(Sports-2, Sports-7)

RELATION(depends-on, dependent)

det

root

dep

hooting-6

compoung
’

Shoots-/ gpgoters-5

24



Language and Computers

Your query

A sports shooteryshootsshooters shooting sports

Tagging

A/DT sports/NNS shooter/NN shoots/VBZ shooters/NNS shooting/VBG sports/NNS

Parse

(ROOT
(S
(NP (DT A) (NNS sports) (NN shooter))
(VP (VBZ shoots)
(NP
(NP (NNS shooters))
(VP (VBG shooting)
(NP (NNS sports)))))))

O Il'lpllt: Choose File no file selected

(VP (VBZ shoots) (NP (NP (NNS shooters))
'Websocket Status: 9... CONNECTED DISCONNECTED
Help: (Typing pid¢d into the input box displays the process ]
Four formats are accepted (however, they may not be mi
1: expand 2: expand 3: expand 4: expand

S
A

NP VP
/\

FRAG = Fragment (of a sentence)
S = Sentence

NP = Noun Phrase
VP = Verb Phrase

/\
DT NNS NN vBZ NP
A  sports shooter shoots _—
NP VP

T
NNS VBG NP
shooters shooting

NNS 25

sports




Language and Computers

Typed Dependency Graph

Universal dependencies, enhanced

det (shooter-3, A-1)

compound (shooter-3, sports-2)
nsubj(shoots-4, shooter-3)
root (ROOT-0, shoots-4)
dobj(shoots-4, shooters-5)
acl(shooters-5, shooting-6)
dobj(shooting-6, sports-7)

compoun

det

®

ROOT-0

root

shooting-6

dobj
Em

acl: clausal modifier of noun (adjectival clause)
nsubj: nominal subject
dobj: direct object
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Language and Computers

* Berkeley Parser (downloadable, but no longer available online)
http://tomato.banatao.berkeley.edu:8080/parser/parser.html

(ROOT
(NP (DT A) (NNP Sport) (NNP Shooter) (NNP Shoots) (NNP Shooters) (NNP Shooting) (NNP Sports)))

ROOT
|
NP
—_—— =T
DT NNP  NNP NNP NNP NNP NNP

| | | | | | |
A Sport Shooter Shoots Shooters Shooting Sports

A Sport Shooter Shoots Shooters Shooting Sports

Parse!

27


http://tomato.banatao.berkeley.edu:8080/parser/parser.html

Language and Computers

Berkeley Parser This one is available

http://tomato.banatao.berkeley.edu:8080/parser/parser.html Berkeley Neural Parser
https://parser.kitaev.io

(ROOT
(S
(NP (DT A) (NNS sports) (NN shooter))
(VP (VBZ shoots)
(NP
(NP (NNS shooters))
(VP (VBG shooting)
(NP (NNS sports)))))))

ROOT
|
s
e i FRAG = Fragment (of a sentence)
e — T —— —
DT NNS NN  VEZ NP S = Sentence
[ ! ! —
A sports shooter shoots NP WP NP = Noun Phrase
| T
NNS . VBG NP VP = Verb Phrase

| | |
shooters shooting NNS
|

sports

A sports shooter shoots shooters sheoting sports

Parse!

28


http://tomato.banatao.berkeley.edu:8080/parser/parser.html

Language and Computers

A Sports Shooter Shoots Shooters Shooting Sports b RESET
cee sumported lnauage https://cloud.google.com/natural-language
Entities Sentiment Syntax Categories
Dependency Parse labe Part of speech Lemma Morphology
det n ub { I N dob
A Sports Shooter Shoots Shooters Shooting Sports
shoot
DET NOUN NOUN VERB NOUN NOUN NOUN

number=SINGULAR number=SINGULAR mood=INDICATIVE number=SINGULAR number=SINGULAR number=SINGULAR
nn: noun compound modifier
A noun compound modifier of an NP is any noun that serves to modify the head noun. (Note that in
the current system for dependency extraction, all nouns modify the rightmost noun of the NP — there is

no intelligent noun compound analysis. This is likely to be fixed once the Penn Treebank represents the
branching structure of NPs.)

“Oil price futures” nn(futures, oil)
nn(futures, price)



https://cloud.google.com/natural-language

Language and Computers

Universal Dependency Relations

The following table lists the 37 universal syntactic relations used in UD v2. It is a revised version of the relations originally described in Universal
Stanford Dependencies: A cross-linguistic typology (de Marneffe et al. 2014).

The upper part of the table follows the main organizing principles of the UD taxonomy such that rows correspond to functional categories in
relation to the head (core arguments of clausal predicates, non-core dependents of clausal predicates, and dependents of nominals) while
columns correspond to structural categories of the dependent (nominals, clauses, modifier words, function words). The lower part of the table
lists relations that are not dependency relations in the narrow sense.

nsubj csubj
obj, ccomp
iobj xcomp
obl advel advmod * aux
vocative discourse co]
expl mark
dislocated
amod det
clf
case
conj. fixed list orphan punct
cc flat parataxis goeswith root
compound reparandum dep

* The advmod relation is used for modifiers not only of predicates but also of other modifier words.

https://universaldependencies.org/u/dep/index.html



https://universaldependencies.org/u/dep/index.html

Homework 3: Quick Quiz Questions

* (Knowledge of) Semantics — knowledge of meaning

What is the difference between a picture of John and a picture of John's?
Which is right? A) a friend of John, B) a friend of John's, or C) both

Which is right? A) a friend of mine, B) a friend of me, or C) both

Which is right? A) a friend of hers, B) a friend of her, or C) both

Which is right? A) glass of water, B) water's glass, C) both

What is the difference between at the water's edge and at the edge of
water? Or no difference.

* We say some input is ambiguous if multiple, alternative linguistic
structures can be built for it.

7. s Caesar's murder ambiguous? Explain.

oOU,swWwNE



Homework 3

* Email to sandiway@arizona.edu

* By Friday midnight
e SUBJECT: 438/538 Homework 3: YOUR NAME
* Either Plain Text or PDF accepted (no Word files please)


mailto:sandiway@arizona.edu

